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ABSTRACT
Often, producing large labelled datasets for supervised machine

learning is difficult and expensive. In cases where the expensive part

is due to labelling and obtaining ground truth, it is often comparably

easy to acquire large datasets containing unlabelled data points. For

reproducible measurements, it is possible to record information on

multiple data points being from the same reproduciblemeasurement

series, which should thus have an equal but unknown ground truth.

In this article, we propose a method to incorporate a dataset of such

unlabelled data points for which some data points are known to be

equal in end-to-end training of otherwise labelled data. We show

that, with the example of predicting the carotenoid concentration

in human skin from optical multiple spatially resolved reflection

spectroscopy data, the proposed method is capable of reducing the

required number of labelled data points to achieve the same pre-

diction accuracy for different model architectures. In addition, we

show that the proposed method is capable of reducing the negative

impact of noisy data when performing a repeated measurement of

the same sample.

CCS CONCEPTS
• Computing methodologies → Semi-supervised learning
settings; Neural networks; Supervised learning by regression; •
Applied computing→ Consumer health.
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1 INTRODUCTION
In machine learning, large datasets are required to correctly learn

to differentiate noise from the actual data of interest. However,

the acquisition of a sufficient number of training samples with
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associated ground truth is typically problematic. Depending on

the task to be learned, the lack of sanples with ground truth can

have different causes. One possible cause can be the difficulty or

high cost of correctly assigning ground truth labels to the available

training samples. In this case, it may still be possible to acquire a

large number of unlabelled data points cheaply. In a lot of cases,

the acquisition of training samples can be reproducible, allowing

for the capture of different, noisy samples of the same situation, for

example with a sensor repeatedly measuring the same test sample.

By modifying the training method, it is possible to utilize these

unlabelled data points from reproducible measurements to augment

the labelled datasets.

In addition to a labelled dataset, this article proposes the cura-

tion of a known-equal dataset. A known-equal dataset contains

unlabelled data points. From these unlabelled data points, multi-

ple data points should be from a reproducible data source, such as

measurements of the same test sample. Next, information about

which unlabelled training samples are from the same test sample is

stored. Even without expensively labelling these data points with

ground truth, since these data points are from the same test sample,

we know that they are expected to have the same ground truth if

labelled. This article also proposes a method to use the information

stored in a known-equal dataset to improve the trained model’s

noise resilience and reduce the number of labelled training samples

required to roughly half, while achieving a prediction accuracy

comparable to a model trained on the full labelled dataset. The

method facilitates end-to-end training of existing model architec-

tures by combining the model architecture’s loss function with a

loss function quantifying the homogeneity of samples known to be

equal.

On the example of predicting the concentration of carotenoids

in the human skin based on multiple spatially resolved reflection

spectroscopy [3] (MSRRS), the proposed method is shown to be

capable of reducing the required number of labelled samples by half

without a significant drop in prediction accuracy, while being able

to reduce the unadjusted sample variance of noisy, known-equal

samples by up to half when the full dataset is available. In addition,

the proposed method is shown to be effective for different model

architectures without the need to manually adapt or tune the model

architecture, making it ideal for retrofitting into existing model

architectures.

The article will first discuss related work in the field of semi-

supervised learning and utilizing unlabelled data, as well as related

work on multi-objective optimization. The article will then intro-

duce the proposed method and discuss different alternatives. In

addition, the proposed method will be evaluated in the context of
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improving the task of learning to predict the carotenoid concentra-

tion in human skin from optical MSRRS data.

2 RELATEDWORK
Previous works for incorporating similar heterogeneous training

sets fall into multiple categories. Some methods are designed for

true semi-supervised learning settings, where in addition to the

labelled dataset, only a dataset of completely unlabelled data is

available.

These methods include the denoising autoencoders [14] (DAE). A

DAE is pre-trained on the unlabelled dataset, intending to learn how

to remove noise from the training samples to reduce the required

complexity of models operating on the denoised training samples.

The DAE is trained by artificially adding noise to clean samples in

order to simulate real-world noise, and training the DAE to restore

the correct sample. When a known-equal dataset is available, it

is possible to train a DAE on only real noisy samples to restore a

clean sample [7]. However, this introduces complexity, as the DAE

is employed as a separately trained model instead of being able to

be end-to-end trained in combination with the target task.

Another method is to pre-cluster both the labelled and unlabelled

data [5]. Classifiers are then trained on each labelled cluster, and

utilized to classify the unlabelled clusters. This type of cluster-then-

label algorithms however requires that the data forms clusters or

manifolds in the input data domain, which may not always be the

case, and is thus not always applicable.

A different category of methods for heterogeneous training sets

relies on having noisy or unreliable labels available in a second

dataset in addition to the ground truth dataset. Some of these meth-

ods attempt to model or clean the noisy labels of the training dataset

in order to clean or compensate for the labels during training [15,

13]. However, the known-equal dataset is not sufficient in order to

effectively utilize these types of methods, as no information about

the ground truth of an individual sample is available. Thus, these

methods can not be used in conjunction with known-equal datasets.

Another approach to augment learning by knowing which sam-

ples are close together or far apart is called contrastive learning. The

basic idea is that, given two samples, their distance in the output

space is maximized if they are from different classes, whereas their

distance is minimized if they are from the same classes [1]. Further

enhancements in contrastive learning utilize triplets of input sam-

ples, where one sample is any input sample, the second sample is

an input sample of the same class, and the third sample is a sample

of a different class [10]. The main issue of contrastive learning

method, is that they require negative samples that have different

class labels. Because the known-equal dataset is only capable of

yielding positive samples that are expected to be equal, contrastive

learning methods cannot be effectively applied. In addition, ran-

domly sampling other data points to use as negative samples [12]

can be unsuitable for certain datasets where it can be assumed that

many samples are close to each other in the output space.

Previous work for multi-objective optimization suggests com-

bining optimization criteria using weighted sums. Similarly, it is

suggested to rephrase multi-objective optimization into constrained

single-objective optimization [4]. Loss combination in machine

learning is often used for multi-task learning. One approach in

multi-task learning is to minimize uncertainties from multiple fac-

tors by modelling the likelihoods of each uncertainty to weigh each

task’s loss [2].

3 INCORPORATING KNOWN-EQUAL DATA
POINTS

Wanting to leverage the availability of a known-equal dataset for

an existing, arbitrary model architecture implies that instead of the

model architecture, the training itself must be modified to incorpo-

rate the additional data.

With normal, supervised regression learning, a labelled data

point is input into the neural network. Then, the output is compared

to the ground truth using some kind of loss function, such as the

mean square error. The weights of the neural network are then

updated to minimize this loss function.

In the proposed method, in addition to the loss yielded from

the labelled samples, the known-equal samples are leveraged. To

do this, each data sample in a tuple 𝑋 of 𝑛 known-equal samples

is input into the neural network as well. This is possible, as the

unlabelled samples in the known-equal dataset are the same type

of samples as in the labelled dataset, just without attached ground

truth. As no attached ground truth is available, the loss function

to be minimized is the unadjusted sample variance between the

results of the neural network for each of the 𝑛 samples of the tuple

of known-equal samples. When minimizing this loss, the neural

network is trained to minimize the difference in result for samples

which are known to be equal.

The unadjusted sample variance, as defined by [11], can be cal-

culated with Equations 1 and 2, where 𝑓 (𝑥𝑛) denotes the result of
the neural network to be trained on the training sample 𝑥𝑛 ∈ 𝑋 :

𝑓 (𝑥) = 1

𝑛
·
∑︁
𝑛

𝑓 (𝑥𝑛) (1)

𝜎2 =
1

𝑛
·
∑︁
𝑛

(
𝑓 (𝑥𝑛) − 𝑓 (𝑥)

)
2

(2)

The resulting unadjusted sample variance 𝜎2 is then used as a

quality metric for the homogeneity of the results of the neural

network for known-equal samples. Thus, it can be used as the loss

for training the neural network.

The proposed method suggests to sequentially input multiple

data samples into the neural network for each training step. That

means, that within one training step, the model is inferred multiple

times instead of just once as in traditional supervised learning. The

multiple results of the neural network are then calculated into two

separate losses. One for the prediction accuracy of labelled sample,

and one for the homogeneity of the results of the neural network

for the known-equal samples. In order to reduce these to one loss,

from which backpropagation can be performed, both losses need

to be combined by a loss combination kernel. See section 4 for a

discussion on loss combination kernels.

In the proposed method, as each labelled sample during training

is augmented by the one tuple of 𝑛 known-equal data points, train-

ing is performed using a total ratio of 1 to 𝑛 labelled samples to

known-equal samples. The potential effect of changing the ratio of

labelled samples to tuples of 𝑛 labelled samples is interesting and

will be investigated in future research.
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Figure 1: 3D plots of loss combination kernels. Left shows
an additive kernel, center shows a euclidean kernel, right
shows a multiplicative kernel.

4 LOSS COMBINATION KERNELS
The method as described in section 3 yields two losses, one from the

prediction accuracy of labelled data and one from the homogeneity

of the results of the neural network for known-equal samples. In

order to train the neural network to minimize both losses, first

the two losses are combined into one loss. This is possible with

functions that take each loss as a parameter, and output one loss.

In the case of the proposed method, that means the function is a

simple mapping of R2 ↦→ R, as two losses need to be combined.

In order to serve as a loss combination kernel, a function needs to

fulfill a set of requirements. First, any loss combination kernel must

be well defined for the value range of its input losses, usually R≥0,
which make up the loss combination kernel’s domain. In addition,

with its domain restricted to the value range of its input losses,

a loss combination kernel should have a global minimum where

all input losses are minimal. Finally, any loss combination kernel

must be strictly monotonous, that is to say: If any of the input

losses decrease, with the other losses less or equal, the resulting

loss will also decrease. Formally, a combination kernel 𝑓 (𝑙1, ..., 𝑙𝑛)
with individual losses 𝑙1, ..., 𝑙𝑛 must fulfill Equation 3:

𝑙𝑖 < 𝑙 ′𝑖 , 1 ≤ 𝑖 ≤ 𝑛∧𝑙1 ≤ 𝑙 ′
1
∧...∧𝑙𝑛 ≤ 𝑙 ′𝑛 =⇒ 𝑓 (𝑙1, ..., 𝑙𝑛) < 𝑓 (𝑙 ′

1
, ..., 𝑙 ′𝑛)

(3)

Figure 1 shows the combination kernels that were investigated

for the proposed method. The losses used for the proposed method

are a mean square error for the prediction accuracy and the unad-

justed sample variance for the homogeneity of the results of the

neural network for known-equal samples. The value range for both

of these losses is R≥0. All three of the functions shown in Figure 1

fulfill the conditions, as they are well defined for 𝑙1, 𝑙2 ∈ R≥0, have
a global minimum at (0|0), and are strictly monotonous.

The first loss combination kernel, as shown on the left in Figure 1,

is an additive kernel, defined as 𝑓 (𝑙1, 𝑙2) := 𝑙1 + 𝑙2. In most literature,

such additive kernels have the individual losses weighted [4], and

correctly weighting the losses is considered a difficult task with

careful tuning required [2]. However, the prediction accuracy and

the homogeneity of the results of the neural network for known-

equal samples are both the same unit (the unit of the prediction

target squared) as well as comparable in magnitude. In addition,

the importance of both losses is similar to the end quality of the

predictions of the neural network to be trained. Whether an inac-

curate prediction was caused by a generally unreliable model or by

excessive noise between samples expected to be equal is often of

little importance to a user of the model to be trained. Combined

with the similar magnitude of the two losses, it can be assumed

that the weights of the two losses need to be of similar magnitude

as well. Hence, using 1 as equal weights for each loss is sufficient

as a first approximation.

The second loss combination kernel, as shown in the center in

Figure 1, is a euclidean kernel, defined as 𝑓 (𝑙1, 𝑙2) :=

√︂(
𝑙2
1
+ 𝑙2

2

)
.

The partial derivative of this kernel towards either input loss, rep-

resenting the importance of a change of that input loss for the total

loss, is given by Equation 4:

𝜕𝑓 (𝑙𝑖 , 𝑙 𝑗 )
𝜕𝑙𝑖

=
𝑙𝑖√︂(
𝑙2
𝑖
+ 𝑙2

𝑗

) (4)

From Equation 4, we can see that the partial derivative, and thus the

importance of a change in input loss, will decrease for a decreasing

input loss, assuming the other loss is constant. The implication for

gradient descent-based learning algorithms is that overly optimiz-

ing for one of the input losses without also optimizing for the other

input loss is discouraged. This can help to avoid local minimum

cases where one loss’ global minimum prevents the other loss from

lowering. One example of this would be the homogeneity of the

results of the neural network for known-equal samples being 0

when all samples are assigned an identical result. The homogeneity

would be ideal and the corresponding loss 0, but the correlation to

the ground truth would be low.

The third loss combination kernel, as shown on the right in

Figure 1, is a multiplicative kernel, defined as 𝑓 (𝑙1, 𝑙2) := (𝑙1 + 1) ·
(𝑙2 + 1). Unlike a simple multiplication of the input losses, this

multiplicative kernel still fulfills the strict monotony criterion, even

when one of the input losses is 0. Opposite to the euclidean kernel,

the multiplicative kernel encourages optimizing the lower input

loss further over-optimizing the higher loss, as the partial derivative

of this kernel decreases for one loss with the other loss decreasing,

as shown in Equation 5.

𝜕𝑓 (𝑙𝑖 , 𝑙 𝑗 )
𝜕𝑙𝑖

= 𝑙 𝑗 + 1 (5)

The property of this kernel to prioritize a lower loss enables the

neural network to utilize the knowledge gained from the lower

loss to better abstract the correlation described by the higher loss,

provided the losses do not describe counterproductive correlations.

5 EXPERIMENTS
The proposed method is evaluated on the task of predicting the

concentration of carotenoids in the human skin from optical data

measured using a sensor based onMSRRS. The measurement device,

as described in [3], consists of multiple light detectors, and multiple

light emitters, including emitters of different nominal wavelengths.

The resulting data of one measurement, available to a neural net-

work, consists of a measured brightness for each emitter-detector

pair. In addition, the difference between actual and nominal wave-

length is known for each light emitter.

5.1 Datasets
Two datasets are available for evaluation. One dataset contains

labelled data points, while the other datasets is a known-equal
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dataset used to augment the training of the neural network with

the method proposed in this article. Both datasets are split into a

training and a validation set each. The first dataset contains 2 000

MSRRS measurement samples of approximately 500 test subjects in

a controlled test environment. For each test subject, the concentra-

tion of carotenoids in the skin is measured in vivo using a reference

sensor. These reference measurements for each test subject serve as

ground truth labels for the dataset. The second dataset is available

with approximately 32 000 MSRRS measurements. These measure-

ments are collected from users of the measurement device in a

real-world environment. When measuring, the users are prompted

to repeat the measurement four times to receive a more accurate

result. From this, the 32 000 measurements are grouped into approx-

imately 8 000 tuples of four measurements each, for which the result

is unknown, but expected to be equal. These measurements are

taken in an uncontrolled, real-world environment. Because of this,

it is to be expected that the data contains unwanted noise. Possible

error causes include for example incorrect use of the sensor, or that

one or more of the repeated measurements has been taken by a

different user, causing the results to no longer be equal as expected.

Certain cases of misuse of the device are located and filtered by

comparing the optical MSRRS data to approximately known limits

when measuring human tissue.

5.2 Evaluation Setup
For evaluation, two different network architectures suitable for

processing MSRRS data will be used. The first architecture is a

continuous feature network (CFN), which has been shown to be

effective for the type of available optical data [8]. For comparison,

the other network is a simpler multi-layer feed-forward network

(MLFF). As the multi-layer feed-forward network has significantly

fewer parameters, it is expected to require fewer samples to be

trained.

Both evaluation models and the denoising autoencoder were

trained using the Adam optimizer [6] and implemented using the

LibTorch bindings of the PyTorch framework [9].

In addition to the proposed method, an autoencoder is trained on

the known-equal dataset as a comparison. Normally, autoencoders

are trained on clean data, which is artificially inflicted with noise to

be removed by the autoencoder [14]. The MSRRS datasets available

however do not contain clean data for which such a method can be

performed. However, instead of generating noisy samples from a

clean sample, it is possible to utilize the available noisy samples [7].

From this, the denoising autoencoder is trained to output a clean

sample corresponding to the tuple of known-equal samples for each

sample within the tuple. The mean square weighted error is utilized

as the loss function. Weighing is required here, as the different

emitter-detector pairs in one measurement sample have different

magnitudes. To compensate, the magnitude of each emitter-detector

pair is computed by taking the average brightness of the emitter-

detector pair over the entire dataset. From the computed magnitude,

the prediction error of the autoencoder is weighted accordingly.

5.3 Results
Figure 2 shows the results of applying the method to the continuous

feature network. The first graph shows the squared pearson corre-

lation of the neural network prediction to the ground truth, relative

to a baseline network trained on the labelled dataset without the

proposed method. Higher is better.

The data shows that when the full dataset of 2 000 labelled sam-

ples is available, the proposed method is able to slightly increase the

achieved prediction accuracy depending on the combination kernel

used. When only half the dataset is available, a significant drop

in prediction accuracy can be observed for the baseline network,

reducing the squared pearson correlation to 85% compared to the

baseline. However, when an additive kernel is used, a prediction

accuracy almost as high as with the full dataset can be achieved, at

96% of the baseline value. While the multiplicative kernel performs

only slightly below the additive kernel, the euclidian kernel per-

forms subpar, even below the baseline network. This is presumably

due to the optimizer being forced to reduce both prediction loss and

known-equal homogeneity loss at the same time in order to reduce

the overall loss, causing local minima which the optimization pro-

cess is unable to pass. When only 37.5% of the 2 000 samples from

the dataset are available, the prediction accuracy of the baseline

network can be seen to sharply drop to only 35% of the squared
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Figure 2: Results from applying the proposed method to a
continuous feature network.
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Figure 3: Results from applying the proposed method to a
multi-layer feed-forward network.

pearson correlation. With so little labelled data available, all mod-

els trained using the proposed method, regardless of combination

kernel, are outperforming the prediction accuracy of the baseline

model, still retaining up to 69% of the squared pearson correlation.

Models trained on the output of the denoising autoencoder show a

lower prediction accuracy compared to the baseline model, even

at the full dataset being available. However, models trained on the

output of the denoising autoencoder are much less subject to a

drop in prediction accuracy when less data is available, allowing

the model trained on the output of the denoising autoencoder to

outperform the baseline when only 37.5% of the 2 000 samples are

available.

The second graph shows the unadjusted sample variance of

known-equal outputs of the model, relative to the baseline network,

where lower is better. The data shows that in addition to increas-

ing the prediction accuracy of the model when the full dataset is

available, the proposed method is able to reduce the unadjusted

sample variance. When the full dataset is available, the proposed

method is able to reduce the unadjusted sample variance to 53%.

Similarly to the prediction accuracy, the proposed method is able

to keep the unadjusted sample variance lower, compared to the

baseline network which sees an increase to 330% of the unadjusted

sample variance of the full dataset. While the network trained on

the denoising autoencoder has a higher unadjusted sample variance

Scenario Base. Add. Eucl. Mult. DAE

CFN full dataset 1.00 1.01 0.99 1.03 0.81

CFN 60% removed 0.35 0.62 0.47 0.69 0.61

MLFF full dataset 1.00 0.99 1.01 0.99 0.95

MLFF 94% removed 0.80 0.93 0.92 0.93 0.83

(a) Relative squared pearson correlation. Higher is better.

Scenario Base. Add. Eucl. Mult. DAE

CFN full dataset 1.00 0.69 0.80 0.53 2.03

CFN 60% removed 3.34 1.37 1.19 0.93 2.52

MLFF full dataset 1.00 0.91 0.96 0.91 0.96

MLFF 94% removed 1.60 0.77 0.75 0.75 1.03

(b) Relative unadjusted sample variance. Lower is better.

Table 1: Summary of measurement results, each relative to
the value of their model’s corresponding baseline measure-
ment with the full training set available.

compared to the baseline when the full dataset is available, it is able

to outperform the baseline when only 37.5% of the 2 000 samples

are available.

Figure 3 shows the results of applying the proposedmethod to the

comparison multi-layer feed-forward network. As the multi-layer

feed-forward network has significantly fewer learnable parameters

compared to the continuous feature network, the drop in prediction

accuracy of the baseline model is not as steep as for the continu-

ous feature network when less labelled training data is available.

However, a drop in prediction accuracy can be observed when the

amount of labelled data points is reduced below 12.5% of the 2 000

samples. As the data shows, the models trained using the proposed

methods are able to improve the prediction accuracy for these cases

to a level close to when the full dataset is available. When used

with a simple model with few parameters as the multi-layer feed-

forward network used, the type of combination kernel is shown

to be of little importance for the achieved prediction accuracy. For

the multi-layer feed-forward network, the model trained on the

output of the denoising autoencoder is only able to achieve an im-

provement over the baseline for cases with very few data points

available.

The graph of the unadjusted sample variance of the different

models shows that the proposed method is able to reduce the ob-

served unadjusted sample variance for all investigated amounts of

labelled data points. While all kernels show an improvement over

the baseline, the euclidian kernel performs worse than the other

kernels for a larger amount of data points available. For very few

data points, the proposed method will achieve a lower unadjusted

sample noise in the neural network compared to when applied with

many data points, at the cost of reduced prediction accuracy. This

effect is observable regardless of the loss combination kernel used.

While the autoencoder-trained network is only able to achieve an

improvement in prediction accuracy compared to the baseline for

very few data points available, it is capable of keeping the unad-

justed sample variance low. While the unadjusted sample variance

of the baseline network increases once less than 40% of the 2 000

labelled samples are available, the autoencoder is able to keep the
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unadjusted sample variance roughly comparable to the baseline

with the full dataset available.

6 CONCLUSION AND FUTUREWORK
This article proposes a novel method to utilize datasets containing

known-equal but otherwise unlabelled datapoints in order to aug-

ment supervised learning. When such a known-equal dataset exists,

the proposed method can be used to improve learning such that

the number of labelled samples required to train a neural network

to a similar level of prediction accuracy is reduced. In addition,

the method can reduce the fluctuations in the predictions on data

from repeated measurements of the same sample. The nature of

the proposed method only requires modification of the training

loop and the loss calculation to utilize known-equal datasets. As

no modification of the actual model or its inputs is required, it is

thus easily retrofittable into existing model architectures.

The proposed method is evaluated on the use case of predict-

ing the carotenoid concentration in human skin using an optical

MSRRS-based sensor. It was shown that, for multiple different neu-

ral network architectures, the method enabled a retainment of 95%

of the squared pearson correlation with a reduction in dataset size

for which the baseline model drops to 80% of the squared pearson

correlation. Similarly, the proposed method is capable of reduc-

ing the unadjusted sample variance of measurements taken from

the same sample to only 53% of the baseline, while being able to

keep the unadjusted sample variance close to the baseline value

when fewer labelled data points are available, while the same neu-

ral network without the proposed method saw an increase of the

unadjusted sample variance to up to 330% of the baseline value.

As the proposed method has been evaluated using a regression

task, evaluating the efficacy of the proposedmethod for classification-

based tasks may be of interest.
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